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Timeline of the Project

• Show our plan here

We are here

Presenter
Presentation Notes
Pouyan asked to change the tasks names.

GT: Tasks names updated.




Timeline of the Project

Task 3: Multi-state implementation using machine learning and 
parallel computing platforms

3.1 Comparative study to choose a few best performing 
methods

3.2 Scalability to state and watershed level scenarios

3.3 “Innovization” approach for improving scalability

3.4 Distributed computing approach for improving scalability

Presenter
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Pouyan asked to change the tasks names.

GT: Tasks names updated.






Problem Statement

One of the most challenging issues for a real-
world optimization problem is the Search Space 
Complexity (variables and constraints), especially 
for the CBW management problem.  

Presenter
Presentation Notes
A nonlinear optimization problem with many variables makes the watershed management problem challenging for any optimization algorithm. Here we propose two solutions for addressing this problem:
First: Employ a surrogate model to reduce the computational time 
second: Narrow down the number of BMPs to reduce the optimization variables 




Beating the "Curse of Dimensionality"

 Due to the large dimension of the problem, there is no 
off-the-shelf optimization algorithm capable of handling 
this problem.

 Therefore, we developed a customized optimization 
approach to speed up computational time and reduce 
the size of optimization variables to make the problem 
solvable in a reasonable time frame.

Presenter
Presentation Notes
A nonlinear optimization problem with so many variables makes the watershed management problem challenging to any optimization algorithm.

Due to the size of the problem, there is no of the shelf optimization algorithm capable of handling this problem. 
Therefore, we need to come up with creative ways to either speed up the computational time or reduce the size of optimization variables to make problem solvable in a reasonable time frame.




The major problem we are facing is the large 
number of optimization variables. These variables 
originate from three major components:

• Type of BMPs

• BMP implementation location  

• Size of BMPs 

By understanding the common characteristics of the 
group of BMPs or locations of implementation, we 
can reduce the number of BMPs and ultimately 
reduce the total number of variables.

Presenter
Presentation Notes
As you may recall, the major problem we are facing is the large number of optimization variables. These variables are originated from three major components, the type of BMPs, the location of the implementation and the size of BMPs. 
Here, we hypothesize that by understanding the common characteristics of the group of BMPs or locations of implementation, we can reduce the number of BMP and ultimately reduce the total number of variables.

As related to reducing the number of variables we are introducing the concept known to many of you as innovization.
Innovization is Finding patterns in Pareto-solutions through knowledge discovery.

Innovization, involves examining the outcomes of optimization to generate insights that can be used to tackle present and future challenges effectively




Study Area

9

The number of variables and constraints depends 
on the scale of the county or state under study.

West Virginia

Four county: 65,260 variables (Berkeley, 
Jefferson, Mineral, and Hardy)

Entire state: the number of variables is about 
153,818.

For any optimization algorithm, these numbers are 
regarded as substantial and computationally 
challenging.

9
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A nonlinear optimization problem with many variables makes the watershed management problem challenging for any optimization algorithm. Here we propose two solutions for addressing this problem:
First: Employ a surrogate model to reduce the computational time 
second: Narrow down the number of BMPs to reduce the optimization variables 




Compare Original vs. Innovized Optimization
Berkeley, Hardy, Jefferson, and Mineral Counties

* No significant differences
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Re-
optimization-

Validation



Reoptimization

12

Evaluate the performance of original 
innovization technique other counties

West Virginia

Four counties: 71,661 variables 
(Grant, Morgan, Pendleton, and 
Preston)

The best innovization strategy (10 BMPs) 
outperforms the control (>200 BMPs).

Presenter
Presentation Notes
A nonlinear optimization problem with many variables makes the watershed management problem challenging for any optimization algorithm. Here we propose two solutions for addressing this problem:
First: Employ a surrogate model to reduce the computational time 
second: Narrow down the number of BMPs to reduce the optimization variables 




Reoptimization
Compare Original vs. Innovized Optimization
Grant, Morgan, Pendleton, and Preston Counties
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* No significant differences

Presenter
Presentation Notes
We repeated this for all 4 counties, and here the performance of innoviezd approach even slightly better than the control one. This inspired us to examine additional innovization techniques that are going to be presented by Dr Toscano. 




Innovization-
for efficiency 
BMPs-

By reducing the number of BMP from 
about 200 types of efficient BMPs to 
only 10 BMPs, the size of the problem 
was significantly reduced. 

The innovizaed approach can reduce 
the number of variables by about 96%, 
which is a promising result. 

Presenter
Presentation Notes
Table 10 shows the total number of variables in both innovization techniques (INN1-INN2) for all conditions and strategies and in Control in all four counties separately. Regarding the Table, for example, for county Berkeley, comparing the performance of the Control scenario with the 14000 variables against the innovized approach with over 500 variables. The innovizaed approach can reduce the number of variables by about 96%, which is a promising result. Moreover, for county Berkeley, INN2-STG2-5BMPs have the highest reduction in the number of variables compared to the Control. 






Challenge

Innovization methods in 
WV effectively:
• reduce optimization 

problem size
• lower computational 

time and resources



Study Area



Challenge

Innovization methods in 
WV don't fully represent 
the diverse load sources 
and land use traits of 
the entire Chesapeake 
Bay watershed.



Goal
• Our goal is to develop a more comprehensive 

approach that encompasses the entirety of the 
Chesapeake Bay watershed.



Objectives

Identify the most relevant variables.Identify

Recognize areas with similarities concerning the watershed 
features established in the first objective.Recognize

Determine the most frequently chosen BMPs for various 
land river segments.Determine

Offer recommendations on selecting the most appropriate 
BMPs for optimization through the application of artificial 
intelligence methods.

Offer

Examine the reliability of the proposed strategy within the 
Chesapeake Bay Watershed.Examine



Step 1: 
Variable 
Selection  
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I am creating the animation.





Variable 
selection 



Step 2: 
Variable 
Reduction 

How do you 
simplify your data 
analysis?

Presenter
Presentation Notes
I am creating the animation.



Variable Reduction

• Variable reduction streamlines the modeling process by 
minimizing the necessary inputs for constructing robust 
predictive or segmentation models, enhancing efficiency 
and manageability. 

• By reducing redundant data, variable clustering clarifies 
the fundamental patterns and associations within the 
dataset's input variables.



Various Techniques for 
Variable Reduction

1. Principal Component Analysis (PCA): PCA is a statistical technique that 
transforms the original variables into a new set of uncorrelated variables ordered 
so that the first few retain most of the variation present in the original variables.
2. Bayesian variable reduction: 
Bayesian variable reduction is a method that leverages Bayesian statistics to 
pinpoint the most relevant variables, incorporating prior knowledge and data 
evidence. It is useful for managing large variable sets and model uncertainty.
3. LASSO (Least Absolute Shrinkage and Selection Operator)
LASSO is a method that combines variable selection and regularization to improve 
model accuracy and simplicity by penalizing the absolute size of coefficients, 
reducing some to zero, ideal for datasets with more variables than observations.
4. Ridge Regression
Ridge regression is a technique for analyzing multiple regression data that suffer 
from multicollinearity. Multicollinearity occurs when predictor variables in a 
model are highly correlated and can lead to unstable estimates of the regression 
coefficients. Ridge regression stabilizes these coefficients.



Step 3: 
Clustering
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I am creating the animation.



Clustering is an 
unsupervised/supervised 
learning method in machine 
learning and data analysis for 
grouping similar objects into 
clusters, widely used for 
statistical analysis across various 
fields.



Common Clustering Techniques:

• K-Means Clustering: It partitions the dataset 
into K pre-defined distinct non-overlapping 
subgroups (clusters) where each data point 
belongs to only one group.  

• Hierarchical Clustering: This method creates 
a tree of clusters called a dendrogram, 
which shows the arrangement of the 
clusters produced by the corresponding 
analyses.

• DBSCAN (Density-Based Spatial Clustering of 
Applications with Noise): It groups together 
points that are closely packed together, 
marking as outliers the points that lie alone 
in low-density regions.

• Affinity Propagation is determining clusters 
by identifying representative 'exemplars' 
through data point messaging. 





Cluster Map 



Clustering and Variable Reduction

Affinity Propagation Agglomerative K-means



Step 4: 
Optimization

Presenter
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Optimization

• Perform an analysis using optimization techniques to 
determine the BMPs that are selected most often in land 
river segment and identify their specific features or 
characteristics.



Each solution point on the 
graph represents a 
comprehensive BMP portfolio 

Optimization

Cost of BMP Implementation ($)

N
itr

og
en

 P
er

ce
nt

ag
e 

Re
du

ct
io

n 
(%

)



Pareto front form Cluster 1

Pareto front form Cluster 2

Pareto front form Cluster 3

Pareto front form Cluster 4

Pareto front form Cluster 5



How do you 
simplify your data 
analysis?

Step 5: 

Presenter
Presentation Notes
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Data Discovery

Employ artificial intelligence methods to recognize the 
relationships between clustering, variable 
combinations, land river segments, and BMP selection. 



Artificial 
Intelligence 

• Machine Learning Approaches (e.g., 
Random Forests, support vector 
machines, deep learning).

• Optimization and Search Algorithms 
(e.g., Genetic Algorithms).

• Bayesian Networks and Probabilistic 
Models (e.g., Markov chain Monte 
Carlo and Gaussian Processes).

• Decision Support Systems (e.g., 
Automated Decision Making and 
Cognitive Computing).



Connecting BMP and Land River Segment Characteristics

Land river 
segment 

Slope

Cost



Connecting 
BMP and 
Land River 
Segment 
Characteristics

Employ artificial intelligence to reveal patterns
between environmental parameters.Employ

Determine the most effective pairings of parameters 
and clustering techniques to enhance watershed 
management strategies.

Determine

Use these insights to streamline BMP implementation 
plans across the Chesapeake Bay watershed.Use



Step 7: 
Test and 

Validation
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Test & Validation

The outcomes from this 
section will be tested in 
different areas within 
the Chesapeake Bay 
watershed to confirm 
their reliability and 
applicability.



Pareto front form Cluster 1

Pareto front form Cluster 2

Pareto front form Cluster 3

Pareto front form Cluster 4

Pareto front form Cluster 5











Interactive 
Optimization & 
Decision making



The users can fine-tune their expected load 
targets, BMPs, costs, or constrain the use of BMPs 

using a 6 steps input flow. The first step shows 
information regarding the scenario.



The user can indicate a maximum removal 
percentage for loads. The user can modify any of 

the percentage or the actual load.



Efficiency BMPs

Land Conversion BMPs

Animal BMPs

Manure Transport

When we detect that the user has selected 
Land Conversion, Animal or Manure BMPs, the 

system triggers specific optimization 
procedures regarding these BMPs

Controls to select BMPs



The user can modify the cost per unit that the 
optimization approach will use to perform the 

search.



The user can indicate the maximum allocation 
of BMPs



The user can specify the desire allocation of a 
BMP in certain LRS-Agency-LoadSource



The optimization approach 
finds a set of scenarios in a 
single execution. The users 

can explore the obtained 
solutions.



It is possible to inspect the 
results, and to set up new 

boundaries for BMPS to use in 
future executions.



Users can check each 
proposed BMP, and set up 
constraints for future runs.





Two implemented methods:
- TOPSIS
- VIKOR



TOPSIS 
Applications: rank alternatives based on 

their proximity to the ideal solution



Produces a ranking 
preference, where 0 is 
the  preferred solution.



If we assign the lowest preference to 
COST, then the TOPSIS prefers the 

reduction of Loads.



If we increase the preference 
for COST, then the prefer 

solution becomes the cheapest 
scenario.



If we prefer Nitrogen 
exclusively, the selected 

solution will be reflected in this 
way



You should notice that 
Phosphorous and Sediments 
do not have the best value 

(remember we are maximizing 
the pollutant reduction).



However, if we prefer 
Phosphorus, the best ranked 

solution will be the solution with 
the best reduction in such a 

pollutant.



The behavior will be analogous 
for Sediments



When you incorporate your 
preferences for Cost, 

Phosphorous, and Sediments, 
TOPSIS will show the selected 
solution according to the input 

preference.



VIKOR
Applications: criteria are conflicting and may 

have different importance levels



VIKOR does not present a 
ranking of solution, but it only 

selects the best ranked 
solutions (can be more than 

one solution as in this 
example).



The behavior of VIKOR is 
consistent with the preference 

incorporation. 



It is also possible to plot the 
data using the actual load in 

pounds instead of percentage 
reduction



NEXT STEP
- Using artificial intelligence to enhance optimization

- Extensions to more counties and states

- Validation of our results on some critical county/state cases

- Parallel computing platform for faster execution

- Uncertainty and other practicality handling

- Workshops with CBP users for feedback and improvement of our approaches





2024 Chesapeake Bay Optimization 
Webinars

Objective:
* Raise awareness about our BMP 

optimization framework.

Features:
* Interactive show of the 
framework capabilities    

Benefits:
* Enhanced decision-making

* Foster community collaborations



Computational Optimization and Innovation

Thank you
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