




































Aerobic Layer

H1
d[NH4(1)]

dt
= −kNH4,1[NH4(1)]H1

−KL01

(
[NH4(1)]− [NH4(0)]

)

+KL12
(
[NH4(2)]− [NH4(1)]

)
+ JN1

Anaerobic Layer

H2
d[NH4(2)]

dt
=

−KL12

(
[NH4(2)]− [NH4(1)]

)
+ JN2

• H1 and H2 = depths of the aerobic (1) and anaer-

obic (2) layers

• [NH4(0)], [NH4(1)], and [NH4(2)] = ammonia con-

centrations in overlying water (0),layers (1) and (2)

• kNH4,1 = nitrification rate constant in aerobic layer



Solution

0 = −kNH4,1[NH4(1)]H1

−KL01

(
[NH4(1)]− [NH4(0)]

)
+ JN1 + JN2

Ammonia concentrations

[NH4(1)] =
JN +KL01[NH4(0)]

KL01 + kNH4,1H1

[NH4(2)] =
JN

KL12
+ [NH4(1)]

where JN = JN1 + JN2

Ammonia flux

J[NH4] = KL01
(
[NH4(1)]− [NH4(0)]

)

or

J[NH4] = JN
KL01

KL01 + kNH4,1H1

−[NH4(0)]

(
1

KL01
+

1

kNH4,1H1

)
−1



• KL01 = mass transfer coefficient between overlying

water and aerobic layer

• KL12 = mass transfer coefficient between H1 and

H2

• JN1 and JN2 = sources of ammonia layers 1,2 from

diagenesis of PON





Surface Mass Transfer Coefficient KL01

Similar argument for the SOD

SOD = DO2
d[O2(z)]

dz

∣∣∣∣∣
z=0

≃ DO2
[O2(0)]− [O2(H1)]

H1

=
DO2

H1
[O2(0)]

= KL01,O2

(
[O2(0)]

)

where

KL01,O2 =
DO2

H1

Therefore

KL01,O2 =
SOD

[O2(0)]
� s

a measured quantity



Depth of the Aerobic Zone, and Reaction

Velocities

Need kNH4,1H1

H1 = DO2
[O2(0)]

SOD
=
DO2

s

Reaction rate-depth product kNH4,1H1s

kNH4,1H1 =
DO2kNH4,1

s

Define reaction velocity

κNH4,1 =
√
DO2kNH4,1

Ammonia flux

J[NH4] = JN
s2

s2 + κ2NH4,1
−[NH4(0)]



1

s
+

s

κ2NH4,1




−1
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Fig. 3.5 Ammonia flux versus s � SOD/[O2(0)] for all stations and times in the Chesapeake
Bay data set.

3.4 DATA ANALYSIS

Two approaches are employed to estimate the remaining parameters in the ammonia
�ux model. The �rst is a graphical analysis that provides an average estimate of the
reaction velocity. The second is based on regression analysis which provides more
detailed results.

3.4 A Graphical Analysis

The ammonia �ux, Eq. (3.19), is determined by the two sources of ammonia: diagen-
esis JN and overlying water ammonia s[NH4�0�]. If the latter is a small contribution,
then only the diagenesis term is signi�cant and

J [NH4] � JN
s2

s2 � �2
NH4�1

(3.36)

The model predicts that J [NH4] should vary as s2 for small s. For large s, the
ammonia �ux equals the ammonia diagenesis �ux JN. Fig. 3.5 is a plot of ammonia
�ux versus s �SOD�[O2�0�] for all stations and times in the Chesapeake Bay data
sets. The triplicates are plotted separately. The line is a least squares �t of Eq. (3.36)
to the data.

The data appear to roughly conform to the expected relationship: smaller ammo-
nia �uxes are associated with smaller s. However, there is substantial scatter about
the �tted line. This is not unexpected, since this comparison assumes that JN is the
same for every station at every sampling time. Because this is clearly not the case,



76 AMMONIA

Fig. 3.6 Comparison of model calculation to data grouped into 0.1 log10 intervals of s�

one would expect considerable scatter in a pointwise comparison using data from
different locations in the bay and from different seasons of the year.

In order to compensate for this variation, some data averaging is appropriate. The
following has been found to be useful: The data are averaged within intervals of
the independent variable, in this case s. Fig. 3.6 compares the model calculation to
the data that have been grouped into 0.1 log10 intervals of s. The average and the
standard error of the mean for J [NH4] are shown for intervals which contain more
than �ve data points. The �t is quite remarkable. The estimated parameter values are
listed in Table 3.2 below. The relationship to s2 is clear, as is the �attening out of
the pro�le at larger s. This graphical analysis should be viewed as only a �rst step.
A more rigorous approach is to use regression methods to estimate the parameters of
the model.

3.4 B Nonlinear Regression

The graphical analysis presented above assumes that the ammonia diagenesis �ux
JN is a constant in time and space. This assumption can be removed by letting JN be
a function of space and time. The spatial variation can be accommodated by de�ning
station speci�c diagenesis �uxes JN�i� where i indexes the stations. The temporal
variation can be included by relating ammonia diagenesis to the temperature Ti� j , at
location i and time t j via the exponential approximation to the Arrhenius relation-
ship. The result is that the diagenesis �ux JN�i� t j � is parameterized as

JN�i� t j � � JN�i��
�Ti� j�20�
N (3.37)

The unknown parameters are the station-speci�c diagenesis �uxes: JN�i�, the
temperature coef�cient for diagenesis �N and the nitri�cation reaction velocity �NH4�1.



Nitrate Flux Model

Figure 1: Schematic model of nitrate model



Aerobic Layer

H1
d[NO3(1)]

dt
= −kNO3,1[NO3(1)]H1

−KL01([NO3(1)]− [NO3(0)])

+KL12([NO3(2)]− [NO3(1)])

+S[NO3]

Anaerobic Layer

H2
d[NO3(2)]

dt
= −kNO3,2[NO3(2)]H2

−KL12([NO3(2)]− [NO3(1)])

where S[NO3] = nitrate from ammonia nitrification





Nitrate Source

S[NO3] = JN + s[NH4(0)]− s[NH4(1)]

= JN − s
(
[NH4(1)]− [NH4(0)]

)

= JN − J[NH4]

Nitrate flux

J[NO3] = s
(
[NO3(1)]− [NO3(0)]

)

Solution

J[NO3] =



 s2

κ2NO3,1
/s+ s+ κ∗NO3,2

− s



 [NO3(0)]

+



 s(JN − J[NH4])

κ2NO3,1
/s+ s+ κ∗NO3,2





Two parts

1. Due to overlying water [NO3]

2. Due to nitrification JN − J[NH4]
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Fig. 6.1 Schematic diagram of the phosphorus flux model.

phorus concentration of the sediment.� More detailed, vertically segmented models
have also been proposed.� A continuous one-dimensional steady state model which
includes partitioning to iron has been compared to �ux measurements as well as
pore water and sorbed concentrations.# The model developed below is based on both
of these approaches. It incorporates the diagenetic production of phosphate, and it
uses the mechanism of iron oxyhydroxide trapping. It should be pointed out that
other mechanisms have been suggested that may be important: the role of sediment
microorganisms� and the in�uence of overlying water sulfate concentration .

6.2 MODEL COMPONENTS

The phosphate �ux model is constructed using the solutions for the steady state
model equations developed in Chapter 5. The schematic is presented in Fig. 6.1. The

�Berner (1974, 1980a), van Cappellen and Berner (1988).�Jorgensen et al. (1975), Kamp-Nielsen (1975),
Nurnberg (1988). �Berner (1974, 1980a), Ishikawa and Nishimura (1989), Jorgensen et al. (1975), Kamp-
Nielsen (1975), Kamp-Nielsen et al. (1982), Nurnberg (1988), van Cappellen and Berner (1988), Van der
Molen (1991), Yoshida (1981). #Slomp et al. (1998). �Gachter et al. (1988), Gachter and Meyers (1993).
Caraco et al. (1993).
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They are formulated on the basis of the total chemical concentration. For the trans-
port coef�cients that affect only the dissolved or particulate chemical, the total con-
centration is multiplied by the fraction dissolved or particulate. Equations written in
this form assume local equilibrium for the partitioning reaction.

The terms in Eq. (5.1a) represent, respectively, the removal of chemical by reac-
tion, the exchange of dissolved chemical between layer 1 and the overlying water
(layer 0), the exchange of particulate chemical between layers 1 and 2 via particle
mixing, the exchange of dissolved chemical between layers 1 and 2 via diffusive
transport, the loss of both dissolved and particulate chemical by burial into layer 2,
and the source of chemical to layer 1.

The terms in Eq. (5.1b) represent, respectively, the removal of chemical by reac-
tion, the exchange of particulate and dissolved chemical between layers 1 and 2, the
gain of chemical from layer 1 and the loss of chemical from layer 2 by burial, and
the source of chemical to layer 2. Note that the dissolved and particulate exchange
terms have the opposite signs in layers 1 and 2. The reason is that the transport of
chemical from layer 1 is a sink in that layer and a source to layer 2, and vice versa.

The dissolved fd and particulate fp fractions are computed from the partitioning
equations

fd �
�

1� m1
1��
(5.2a)

fp �
m1
1��

1� m1
1��
(5.2b)

where the solids concentrations are m1 and m2, and the partition coef�cients are 
1
and 
2� respectively. Note that the solids concentration partition coef�cient prod-
ucts: m1
1 and m2
2 determine the extent of partitioning. The concentrations of
dissolved and particulate chemical are obtained as products of these fractions and
the total concentrations CT1 and CT2.

The de�nitions of the concentration units in Eqs. (5.1) are as follows. The con-
centrations CT1 and CT2 are the mass of chemical per unit bulk volume, that is the
volume of the pore water and solids mixture. The dissolved concentrations fdCT are
mass of chemical per unit volume of pore water. As a consequence the dissolved
fraction has the units of porosity � (volume of pore water / bulk volume). The parti-
tion coef�cient 
 is the ratio of the particulate concentration (mass of chemical per
mass of solids) to the dissolved concentration (mass of chemical per volume of pore
water). The solids concentration is the mass of solids per unit bulk volume. Thus
the porosity � is included in the solids concentration-partition coef�cient product
m1
1�� to account for these de�nitions. In most cases, the porosity is usually close
to one unless the particle sizes are large (see Fig. 1.1), and the corrections are usually
not signi�cant.
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Fig. 6.4 Overlying water phosphate concentrations [PO4�0�] versus ammonia flux J [NH4].
(A) [O2�0�] � 2 mg/L. (B) [O2�0�] � 2 mg/L.

[O2�0�] � [O2�0�]crit�PO4 � sorption in the aerobic layer is enhanced by an amount
	
PO4�1


1 � 
2�	
PO4�1� [O2�0�] � [O2�0�]crit�PO4 (6.19)

However, if oxygen falls below a critical concentration, [O2�0�] � [O2�0�]crit�PO4,
then


1 � 
2�	
PO4�1�
�PO4 [O2�0�] � [O2�0�]crit�PO4 (6.20)

where

�PO4
� [O2�0�]

[O2�0�]crit�PO4

(6.21)

Eq. (6.20) smoothly reduces the aerobic layer partition coef�cient to that in the anaer-
obic layer as [O2�0�] goes to zero.

The steady state model is used to compare the variation of the ammonia and phos-
phate �uxes. The model is driven by the deposition of organic matter (Chapter 16).
The appropriate depositional �ux of organic matter with Red�eld stoichiometry is
chosen to reproduce a speci�c ammonia �ux. Then the full model equations are
solved at steady state to obtain the predicted phosphate �ux. In order to complete
the calculation it is necessary to specify the overlying water concentrations. The
variation in overlying water phosphate concentration with respect to ammonia �ux
is shown in Fig. 6.4.

The results are examined in Fig. 6.5. The model successively predicts the vari-
ation in phosphate �ux as ammonia �ux increases for [O2�0�] � 2 mg O2/L (Fig.
6.5A). However, for [O2�0�] � 2 mg O2/L the predicted �uxes are substantially less
than the observations (Fig. 6.5B).

The model behavior can be understood by examining the relationship of computed
phosphate �ux J [PO4] and phosphorus diagenesis JP. For the cases where [O2�0�] �
2 mg O2/L, the model predicts a phosphate �ux that is a constant fraction (0.88) of
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Fig. 7.1 Schematic diagram of the silica flux model.

solution is proportional to the silica solubility de�cit [Si]sat�[Si�aq�] where [Si�aq�]
is the dissolved silica concentration.

To see that this is a reasonable formulation, consider the sequence of events as
biogenic silica dissolves into water that is initially free of dissolved silica. At �rst,
biogenic silica dissolves at its maximum rate, unimpeded by limited solubility. As
the concentration of silica in pore water increases, however, the reverse reaction, the
precipitation of particulate silica, begins to take place. This retards the overall rate of
dissolution. As the pore water concentration continues to increase, the concentration
eventually approaches the solubility limit of silica, and the reaction reaches a steady
state where the rate of dissolution equals the rate of precipitation. The result is that
there is no further increase of dissolved silica.

This formulation can be expressed as follows: Let SSi be the rate of production of
dissolved silica. The rate of biogenic silica dissolution is proportional to the silica
solubility de�cit: [Si]sat�[Si�aq�], and also the concentration of particulate biogenic
silica PSi. Thus

SSi � kSi�
�T�20�
Si PSi

�
[Si]sat � [Si(aq)]

�
(7.1)

where
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Table 7.1 Silica Model Parameters

Parameter Symbol Units (a) (b) (c) (d) (e)

First order reac-
tion rate

KSi d�1 0.103 0.039 0.2 0.09 0.02 �

0.2
Temperature
coef�cient

Si � 1.059 1.059f 1.08 - 1.0836

Saturation con-
centration

[Si]sat mg
Si/L

26.5f 26.5f 26.5 33.7 39.0

Equivalent
burial velocity

� m/d 0.0322 � � � �

Half satura-
tion constant

KM,PSi mg
Si/L

� 19.8 100 � �

aNonlinear regression analysis using Eq. (7.13). bNonlinear regression analysis of data from Conley

and Schelske (1989), Conley et al. (1986). cSteady state model parameters. dUllman and Aller (1989).
eLawson et al. (1978). fAssigned.

Fig. 7.3 (A) Silica flux versus particulate silica concentration. (B) Particulate silica concen-
tration versus distance along the axis of Chesapeake Bay.

where PSi is the concentration of particulate biogenic silica in the sediment and JPSi

is the depositional �ux of particulate biogenic silica to the sediment. The loss terms
are that due to dissolution (Eq. 7.1) and burial. This equation can be thought of as
the analog of the diagenesis equations for particulate organic carbon, nitrogen, and
phosphorus which are presented in Chapter 2 and discussed at length in Chapter 12.
It speci�es the rate at which particulate biogenic silica becomes dissolved silica.

The original formulation of the dissolution reaction was as a linear function of
PSi (Hurd, 1973). However, Conley and Schelske (1989) suggest that the rate of
silica dissolution is not linear in particulate silica concentration but rather that the
dependency saturates at higher concentrations. Data from Lake Michigan sediments,
indicating that such a dependency is required, are shown in Fig. 7.3A. A Michaelis-
Menton expression, which is �tted to the data, is also shown. Biogenic silica concen-

Dominic Di Toro
Oval
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Fig. 9.1 Schematic diagram of the sulfide oxidation model.

The situation is illustrated in Fig. 9.1. Sul�de is produced in the anaerobic zone
where a portion of it precipitates as iron monosul�de FeS(s). The remaining dis-
solved sul�de diffuses into the aerobic zone where it is oxidized to sulfate, consum-
ing oxygen in the process. If the overlying water dissolved oxygen is low, then the
dissolved sul�de is not completely oxidized and sul�de can diffuse to the overlying
water. The particulate sul�de is also mixed into the aerobic zone where it can be
oxidized to ferric oxyhydroxide Fe2O3(s) consuming oxygen. Finally FeS(s) can be
buried by sedimentation.

These are the only pathways for the reduced endproducts of carbon diagenesis
considered in this model. Therefore, the model apportions the endproducts of car-
bon diagenesis to the oxidation of sul�de, diffusion of sul�de to the overlying water,
and burial. The possibility of the formation of methane gas and its escape is not in-
cluded. Actually only the escape of methane has been excluded from consideration.
Carbon diagenesis can produce methane in the deeper part of the sediment. However,
if it does not escape as methane bubbles, it diffuses into the zone of sulfate reduction.
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Fig. 9.2 Kinetics of FeS(s) oxidation for (A) Jamacia Bay and (B) Van Cortlandt Pond sed-
iments (Di Toro et al., 1996a). (C) Effect of dissolved oxygen concentration on the oxidation
rate (Nelson, 1978).

so that the fraction reacted in layer 1 frre�1, which will be denoted by frox, is

frox �

�
�2

H2S�d1 fd1 � �2
H2S�p1 fp1

	
�
�T�20�
H2S

s

[O2�1�]

KM�H2S�O2

(9.5)

or

frox �

�
�2

H2S�d1 fd1 � �2
H2S�p1 fp1

	
�
�T�20�
H2S

s

[O2�0�]

2KM�H2S�O2

(9.6)

where the relationship: O2�1� � O2�0��2 (Eq. 3.33) relates the aerobic layer oxygen
concentration to the overlying water.

9.4 SOLUTIONS

The �ux of sul�de Jox oxidized in layer 1 is found using Eq. (5.22d)

Jox � Jre�1 � JT2
frre�1

frre�1 � fraq � frbr
(9.7)
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Fig. 9.3 (A) Effect of partition coefficients and (B) overlying water dissolved oxygen with
increasing particulate sulfide oxidation rate (C-D) on the fraction of JC that is oxidized as
SOD Jox� diffuses to the overlying water as an H2S flux Jaq� or is buried Jbr� See Table 9.1
for parameter values.

Fig. 9.3B illustrates the behavior of the �uxes at a �xed partition coef�cient (104

L/kg) as a function of overlying water dissolved oxygen concentration O2�0�. As
dissolved oxygen decreases, the oxygen �ux decreases, and both the diffusive �ux
and the burial �ux increase. The reason is that as the oxygen concentration decreases
the oxidation rate, and therefore the �ux of oxygen to the sediment, decreases. As
a consequence, the dissolved sul�de concentration increases. The result is that the
aqueous �ux of sul�de increases. The increased dissolved sul�de concentration also
causes an increase in the particulate sul�de concentration � the ratio is the constant
partition coef�cient � which increases the loss of sul�de by burial.

The effect of increasing the oxidation rate of particulate sul�de is illustrated in
Figs. 9.3C and D. A small particulate reaction velocity (Fig. 9.3C) increases the
oxygen �ux, but the effect of lowering overlying water dissolved oxygen is similar
to that in the example above. Further increasing the particulate sul�de oxidation
velocity (Fig. 9.3D) increases the oxidation �ux until quite low dissolved oxygen,
when the aqueous �ux begins. For this case the burial �ux is small enough to be
negligible.



Fig. 13.3 Mixing velocity and dissolved oxygen versus time. Dissolved oxygen first de-
creased and then increased. Rates of decreasing and increasing varied in A�D. Data from
Robbins et al. (1984).

Fig. 13.4 Benthic organism density and bottom water dissolved oxygen for a deep water
station in Chesapeake Bay. Data from Versar (1990).
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Fig. 13.5 Benthic organism density and bottom water dissolved oxygen for a station near
the deep trough in Chesapeake Bay. Data from Versar (1990).

Fig. 13.6 Chesapeake Bay longitudinalplots ofporosity �, sedimentation velocity�2, sed-
iment solids concentrationsm2, and mass deposition rate�2m2.

Dominic Di Toro
Oval

























Sediment Flux Model Validation (MERL Mesocosm)

Di Toro, D. M. (2001).
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Nitrate Source from the Overlying Water

J[NO3] = −s



1−
s

κ2NO3,1
/s+ s+ κ∗NO3,2
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Constant, limited by either mass transfer KL12 or deni-

trification rate κNO3,2
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Nitrate Source from the Overlying Water
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Figure 2: Vertical profiles of oxygen and nitrate.
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